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Abstract: Research demonstrates that staff quality directly impacts 
student achievement in out-of-school time (OST) settings, and that 
effective staff development contributes to a skilled workforce. 
Evaluating OST professional development is therefore attracting 
increased attention from researchers, practitioners, and funding 
agencies.  
 
In the spring of 2004, the Out-of-School Time Resource Center 
(OSTRC) began searching for professional development evaluation 
instruments designed specifically for the OST field. Since the OSTRC 
could not locate research-based surveys for this genre, it 
implemented a pilot study to create and test such instruments. These 
surveys were designed to evaluate professional conferences, which 
are critical (but not exclusive) components of OST professional 
development opportunities. The overarching goal of this study was to 
operationalize the pathway between professional development 
conferences and increased student learning.  

 

 
 

Introduction 
 
Evaluating out-of-school time (OST) professional development is attracting increased attention 
from researchers, practitioners, and funding agencies. As Bouffard and Little (2004b) write, 
“Evaluation results [of professional development] can be used to understand and build on the 
strengths and weaknesses of these initiatives, to meet accountability requirements, and to 
advocate for more investment in professional development” (p. 10). 

 
The Out-of-School Time Resource Center (OSTRC) defines professional development as 
workshops, conferences, technical assistance, resource centers, peer mentoring, electronic 



listservs, and other supports designed to promote improvement, enrichment, and achievement 
in OST staff, programs and students. In the spring of 2004, the OSTRC began searching for 
professional development evaluation instruments designed specifically for the OST field. Since 
the OSTRC could not locate research-based surveys for this genre, it implemented a pilot study 
to create and test such instruments. These surveys were designed to evaluate professional 
conferences, which are critical (but not exclusive) components of OST professional development 
opportunities. The OSTRC initially chose to evaluate conferences, rather than other forms of 
professional development, because the number and diversity of participants ensured that the 
tools could be thoroughly tested over a short period of time. These tools could then be further 
modified to accommodate workshops, technical assistance, peer networking meetings, and 
other forms of staff support. 
 
Theoretical Framework 
The goal of this pilot study was to operationalize the pathway between professional 
development conferences and increased student learning. According to Guskey (2000), multiple 
conditions must be satisfied to accept a theoretical connection between these two elements. 
These conditions include: 
 

1. Staff are aware of a professional development opportunity; 

2. Staff have access to resources that will allow them to attend the event; 

3. The presentation of the professional development event is effective; 

4. Staff regard the new material as valuable; 

5. Staff are given the opportunity to plan how they can apply new information to their 
program; 

6. Organizations support staff members as they try to apply new information; 

7. Staff successfully communicate new information to students; 

8. Students successfully acquire new information; 

9. Students are given the opportunity to plan how they can apply the new information in 
their lives; and 

10. The program supports students in the application of new information. 
 
If one of these conditions is not met, the pathway is attenuated and the final product -  
changes in student outcomes - cannot be maximized.  Figure 1 presents a visual interpretation 
of the necessary conditions and includes the assumed direction of effect (Guskey, 2000). 
 
 
 
 
 
 
 
 
 
 
 



Figure 1 
Necessary Conditions to Achieve Student Outcomes (Guskey, 2000) 
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This overall pathway represents the process that staff members undergo when they attend 
conferences, but is also similar to students learning new information in an out-of-school time 
program. It is also possible that a second process occurs after this pathway is completed by 
staff members. In other words, they cycle back through this process when implementing the 
new information in a program, resulting in increased student outcomes.  

 
Staff Outcomes and Student Outcomes 
The OSTRC developed instruments to measure aspects of the first part of this process: how 
professional development conferences impact staff. While the OSTRC built in proximate 
measures of staff learning (those that are directly linked to the workshops), it was not feasible 
to build in proximate measures of student learning. This is primarily due to the difficulty of 
isolating the impact of professional development from the influence of program quality, school 
environments, home life, community contexts, and other factors.  However, distal measures of 
student learning (those that are not directly linked to the conferences) were ascertained by 
asking participants to rate the extent to which the children/youth in their programs benefited 
from the new information. Thus, the OSTRC developed and tested instruments to track changes 
in practitioners and practitioner perceptions, laying the foundation for future work directly 
addressing student outcomes.   
 



Existing Standards and Evaluation Tools 
After conceptualizing this process, the OSTRC reviewed existing performance standards for 
professional development. Only one set of standards was “research-based:” the National Staff 
Development Council’s Twelve Standards of Professional Development (2001). These standards 
refer primarily to providing rather than evaluating professional development, and to classroom 
teachers rather than OST practitioners. However, their outcomes were easily adapted to the 
evolving OST model. 

 
Figure 2 

National Staff Development Council’s 
12 Standards for Professional Development 

 

Standard      Definition (“Staff development that…”)                Classification 
Learning Communities “…improves the learning of all students… 

organizes adults into learning communities 
whose goals are aligned with those of the school 
and district.” 

 
 
 
Context 
 Leadership “…requires skillful school and district leaders who 

guide continuous instructional improvement.” 

Resources “…requires resources to support adult learning 
and collaboration.” 

Data-Driven “…uses disaggregated student data to determine 
adult learning priorities, monitor progress, and 
help sustain continuous improvement.” 

 
 
 
 
 
 
Process 
 

Evaluation “…uses multiple sources of information to guide 
improvement and demonstrate its impact.” 

Research Based “…prepares educators to apply research to 
decision making.” 

Designs and Strategies “…uses learning strategies appropriate to the 
intended goal.” 

Learning “…applies knowledge about human learning and 
change.” 

Collaboration Skills “…provides educators with the knowledge and 
skills to collaborate.” 

Equity “…prepares educators to understand and 
appreciate all students, create safe, orderly, and 
supportive learning environments, and hold high 
expectations for their academic achievement.” 

 
 
 
 
 
Content 
 

Quality Teaching “…deepens educators' content knowledge, 
provides them with research-based instructional 
strategies to assist students in meeting rigorous 
academic standards, and prepares them to use 
various types of classroom assessments 
appropriately.” 

Family Involvement “…provides educators with knowledge and skills 
to involve families and other stakeholders 
appropriately.” 

 



 
In addition, the OSTRC simultaneously reviewed strategies for evaluating professional 
development in the fields of formal and early childhood education. The literature identified three 
main indicators for measuring teacher professional development quality: positive student 
outcomes, teacher improvement, and program improvement (Maldonado & Peter, 2003).  
 
The OSTRC then identified several models that included multiple levels of professional 
development evaluation and found commonalities between the models proposed by Donald 
Kirkpatrick (1998), Thomas Guskey (2000), and Joellen Killion (2002). Each of these included 
measurements of participant reactions, learning, and application. Guskey (2000) and Killion 
(2002) also include assessments of organizational support, change or integration, and student 
learning.   

 
After reviewing these models and standards, the OSTRC added an additional level of evaluation 
to accommodate the particulars of OST professional development. This level was termed 
“extension” and referred to the ability of OST staff to adapt new information to other youth 
audiences and share it with other programs, staff, and/or students. Figure 3 demonstrates 
which of the six domains is addressed by each author/approach. 
 

Figure 3 
Comparison Chart – Levels of Evaluation 

 

 Guskey Killion Kirkpatrick OSTRC 

Reactions ● ● ● ● 

Learning ● ● ● ● 

Organizational Support, Change or 
Integration 

● ●  ● 

Application ● ● ● ● 

Student Learning ● ●  ● 

Return on Investment or Key 
Stakeholders 

 ● ●  

Extension    ● 

 
 
Developing the Instruments 
The OSTRC combined information from the NSDC standards and the above-mentioned 
evaluation models to create the multiple data domains, described below.  Sample indicators 
were linked with each domain to reflect specific improvements in programs, teacher 
performances, and/or student outcomes. Principles of adult learning theory were also 
considered and incorporated. Finally, the OSTRC identified measurement tools that could assess 
each domain. From this process, it became clear that both qualitative and quantitative data 
were useful and necessary in evaluating professional development effectiveness. Utilizing 
multiple methodologies allowed for cross-comparison of specific data domains and was useful in 
answering questions of validity (Bouffard, & Little 2004a).  The OSTRC recognized that its tools 
would need to integrate diverse methods such as interviews with staff members, program 
observation, self-assessment surveys for administrative and direct-service staff, focus groups, 
needs assessments, and rubrics for external evaluators to assess the professional development 



offering. The OSTRC then diagrammed useful techniques and data domains associated with two 
types of evaluation: formative and summative. 
 

Figure 4  
Diagram of Formative and Summative Techniques and Domains 

 

Type Techniques Focus of Questions 

Formative (satisfaction) 
and Summative 
(effectiveness) to 
establish baseline data 

- Pre and Post Conference Survey 
- Pre and Post Workshop Survey 
- Rubric for external evaluators to 
  assess conference presentations 
- Presenter Self-Assessment  
  Survey 

- Participant  
  comprehension 
- Participant satisfaction 
- Organizational  
  Integration 
- Workshop Application 
- Workshop Extension 

Summative to establish 
comparative data 

- Follow-Up Survey - Organizational  
  Integration 
- Workshop Application 
- Workshop Extension 
- Student Outcomes 

 
The next task was to create survey questions based on existing theories and conceptual 
frameworks. The OSTRC synthesized information from the models previously described, the 
National Staff Development Council’s Standards of Professional Development, and adult learning 
theory.  Evaluation framework domains included the following:  participant reactions, participant 
learning, organizational support, application, extension, and student outcomes.  Participant 
learning was broken down into three components, based on Guskey’s (2000) Three Types of 
Participant Learning Goals: cognitive, psychomotor, and affective. Within this domain, the 
OSTRC measured changes in participant knowledge, skills and attitude/beliefs. 
   
Overall, the conference evaluations were designed to detect changes over time in each of the 
domains except participant reaction, which was limited to a single measurement.  Surveys 
included Pre, Post, and Follow-Up Workshop Surveys, Presenter Self-Assessment Surveys, and 
Overall Conference Evaluations.  Post Workshop and Presenter Self-Assessment Surveys 
compared participant reactions regarding workshop strengths and weaknesses to presenters’ 
perceptions. The Pre, Post, and Follow-Up Workshop Surveys assessed learning over time. At 
each interval, the participants’ knowledge, skills and attitudes/beliefs were measured. Post and 
Follow-Up Workshop Surveys measured organizational support, application, extension, and 
student outcomes, and were also compared over time. The Overall Conference Evaluations 
focused on general feedback and satisfaction.  
 
The comparative questions from Post to Follow-Up Surveys were intended to measure the 
changes that occurred between the time individuals left the professional development 
conferences (often excited about how to use the new information) and the time they re-entered 
their work environments and attempted to integrate the new information.  Comparing these 
perceptions and actions isolated the differences between wanting to use the information and 
actually having the time, support, and resources to incorporate it. 
 



Lastly, in order to test the internal validity of the instruments, each domain included several 
similar questions to address the consistency of responses upon analysis. This pilot did not 
attempt to address issues of external validity, thus the findings are not assumed to be 
generalizable to larger populations of out-of-school time staff members across the country. 
Future studies built on nationally representative, random samples of participants could serve 
this purpose. 
 

Measuring the Six Domains 
 
The OSTRC employed specific techniques through which to measure the six previously-
described domains. These were: 
 
Domain #1:  Participant Reactions 
To measure participant reactions to and satisfaction with the workshops, the Post Surveys 
asked several questions regarding the extent to which participants found the content and/or 
materials interesting, useful, practical, and relevant. Specific questions were divided into three 
subcategories: satisfaction, content, and logistics. Using the Likert scale, participants were 
asked to rate their agreement with given statements in each subcategory. 
 
Domain #2:  Participant Learning 
To measure learning, participants were asked to rate, on a scale of 1 to 5, their level of 
knowledge, skill, and belief in the importance of the workshop topics in terms of benefiting the 
youth in their programs. In the first draft of the Post Workshop Surveys, these three questions 
were tailored to each conference workshop using the objectives provided by each presenter. 
For example, if a workshop was designed to offer information about a new strategy to combat 
truancy, participants were asked to rate their level of knowledge, skill, and belief about this new 
strategy. From the results, however, it was difficult to ascertain whether this level of 
specification was necessary.  
 
To determine whether including workshop-specific objectives was productive, the OSTRC 
created a second version of this survey. In this draft, a sample of participants in ten workshops 
were given a survey in which they were asked two comparative sets of questions for each 
category of learning (knowledge, skill, and belief). First, they were asked one question about 
their increases in knowledge using general language, and then they were asked three questions 
about their increases in knowledge using specific language based on the objectives of the 
workshops. The results indicated that both sets of questions measured almost identical rates of 
increases in knowledge, skill, and belief. Therefore, the OSTRC concluded that workshop-
specific language was unnecessary and included only generalized language in the final version 
of the Post Workshop Surveys. 
  
Several other changes were made within this domain. The first version of the Post Workshop 
Surveys included a 10-point scale to rate changes in learning. After initial results were analyzed, 
the OSTRC determined that this could be compacted to a 5-point scale while still capturing the 
sufficient variation in survey responses. Measuring “belief” evolved from, “My level of belief in 
the importance of this topic” to the current wording noted above. In the Follow-Up Surveys, 
participants were asked detailed questions about changes in attitude regarding the workshop 
topics: “My attitude towards this new knowledge/skill has grown more positive” and “I saw a 
positive change in my behavior towards using this new knowledge/skill in my program.” This 



domain was further strengthened by integrating various factors that reflect adult learning 
theory. Questions were added to gauge the extent to which respondents participated in 
physical, hands-on, or interactive activities during the workshop to enhance the learning 
process. Attendees were also asked to answer several additional questions pertaining to the 
learning process overall (e.g., “Were new ideas or materials presented?” and “Was a new 
activity modeled?”). 
 
 
Domain #3:  Organizational Support 
Using the Likert scale in the Post Workshop Surveys, participants were asked to gauge the level 
of support they believed they would receive from their administrators and other staff members, 
when implementing the new workshop information. In the Follow-Up Workshop Surveys, 
attendees were asked a comparative question regarding the actual level of support they 
received. 
 
Domain #4:  Application 
Immediately after the workshop, the Post Workshop Surveys asked participants if they planned 
to apply what they learned to their programs. This was supplemented by several other 
questions regarding the anticipated ease of application, such as whether more than one staff 
member from their organizations attended the conference, what resources would be necessary 
to successfully implement the new knowledge/skill, and if they would be held accountable to 
anyone to use the information. In the Follow-Up Surveys, participants were then asked 
comparative questions about how they were able to apply the information. Questions included:  
 

• “I had time to implement the new knowledge/skill I learned;”  
• “The materials from this workshop sat untouched in my office (on a shelf, in my “To Do” 

box, etc.);”  

• “I was held accountable to apply this new knowledge/skill;” and 
• “The information changed the way I deliver my program.”  

 
If participants responded affirmatively to this last question, they were asked to identify whether 
a change in knowledge, skill, or belief contributed the most to the change. If participants 
responded negatively to this question, they were asked to “check all that apply” from a list of 
factors that may have impeded the full application of the new material.  
  
The analysis within this domain addressed two other factors: the type of job occupied by the 
participants and the type of workshops. For example, administrators attending content-based 
sessions might have applied the information by passing it along to teachers who instructed 
children on a daily basis. In this situation, their answers reflected indirect knowledge of 
application. On the other hand, teachers attending similar trainings could have offered direct 
knowledge regarding application. Since the goal of this initial pilot was to develop a set of 
surveys that could be applied to numerous settings, tailoring questions based on job position or 
type of workshop was beyond the scope of this study.  However, future research should 
consider both factors when administering and analyzing these instruments. 
 
Domain #5:  Extension 
The Post Workshop Surveys asked participants a set of questions regarding “extension.”  This 
domain was originally defined as knowledge or skills that can be “applied to other staff, 
programs, students, curricula, situations, colleagues.” This definition was later revised to include 



two separate questions regarding the opportunity to 1) share new information with colleagues, 
and 2) adapt new information to other programs, staff and students. The OSTRC made this 
revision when it was apparent that the term “extension” was not clear to respondents. This 
revised set of questions included terminology that was more likely to be interpreted accurately 
by OST staff. The OSTRC asked these questions in both the Post and Follow-Up Surveys, to 
provide a basis for comparison between expectations and actual occurrences. 
 
Domain #6:  Student Outcomes 
As stated previously, student outcomes were not directly measured in this study.  However, in 
an effort to lay the groundwork for future work in this area, Post Workshop Surveys asked 
participants to assess the level of impact they felt the new information would have on their 
students. Attendees were asked to rate the following statement on a scale of one to five: “I 
think the youth in my program will benefit from this new knowledge/skill.” In the Follow-Up 
Survey, they were asked a comparative question regarding the extent to which they felt the 
new information actually benefited the youth in their programs. 
 
Additional Data:  Demographics 
Initially, the OSTRC surveys collected a modest amount of demographic information including 
gender, age, education, race/ethnicity, and state of residence. Participants were asked to 
provide their birthdays on each survey, as a means of matching their multiple surveys (Post 
Workshop, Overall Conference, etc.) while maintaining their confidentiality. After the results of 
the first pilot were analyzed, it appeared that some participants felt uncomfortable providing 
this information. To increase the compliance rate, a new identifier was requested: the first letter 
of the participants’ first names plus the last four digits of their home telephone numbers. 
Participants’ birthdays remained on the surveys as secondary identifiers, and the combination of 
these two questions increased the compliance rate from 77.0% to 91.4%. 
  
As the OSTRC worked with conference planning committees on data collection and evaluation 
processes, some staff were concerned that participants would tire of completing long surveys or 
multiple surveys within a given conference. To avoid this frustration and to increase the 
response rate, some demographic questions were only asked on the pre-surveys while others 
were only asked on the overall evaluations. After the analysis of the first pilot, the OSTRC 
discovered that only a small percentage of individuals completed both surveys. Although 
participants may have completed multiple surveys, without the unique combination of at least 
one pre-workshop survey and one overall evaluation, their complete demographic information 
was unknown. For this reason, a full set of demographic questions was added to each survey in 
the second pilot.  The second pilot also included additional demographic questions regarding 
program position, status of position (part time vs. full time), youth populations served by 
programs, and months/years of experience. 
 

Methodology and Data 
 
As explained previously, while several types of professional development opportunities are 
available to out-of-school time staff, the OSTRC focused on assessing conference workshops. 
Three conferences were chosen to participate in this pilot study. The first was a local 
conference geared mainly toward “frontline staff,” or those whose primary responsibilities 
included working directly with youth on a regular basis. The second was a statewide conference 
designed for “administrative staff” - individuals who primarily provided program administrative 



services on a regular basis. The third was a regional conference, also designed for 
administrative staff.  Using these diverse settings to administer the first drafts of the 
instruments, the OSTRC gathered a similarly diverse and rich set of information. A total of 4,444 
surveys were collected from 1,079 participants over a period of seven months (Buher-Kane, 
Peter, & Kinnevy, 2005/2006).  

 

Figure 5 
Number of Surveys Collected by Conference 

 

 #1 #2 #3 Total 

Pre 415 372 1045  1832 

Post 396 375 1065 1836 

Follow-Up 15 100 323 438 

Overall Evaluation 41 101  94 236 

Presenter Self-
Assessment 

37 25 40 102 

Total 904 973 2,567 4,444 
 

 

Additional Survey Revisions 
 

The OSTRC incorporated several survey revisions, in addition to those listed under each specific 
domain. After each application of the instruments, the OSTRC used both data analysis and 
contextual information to continually revise the instruments and prepare them for the next 
applications. To connect research and practice, practitioner needs were given substantial 
consideration during the instruments’ development. As organizations were recruited to 
participate in the pilot study, their staff members were encouraged to become involved as well. 
These staff members assessed the utility and practicality of the surveys and evaluation process, 
which contributed to several changes to the materials and processes. 
 

Survey Revisions 
The OSTRC learned about planning and implementing successful conference evaluations during 
this pilot. For example, converting from a pre/post test design to a post test design reduced the 
number of surveys each participant was expected to complete. This new strategy was more 
practical for conference organizers and less frustrating for participants, who may have attended 
several workshops within one conference. It also allowed attendees to report their pre and post 
levels of knowledge, skills, and attitudes/beliefs after the workshop. Since participants 
frequently did not have accurate expectations of workshops beforehand, the OSTRC found this 
to be a more precise method than a more traditional pre/post design. For example, many 
participants chose workshops based on the titles and brief summaries listed in conference 
brochures, which may not have accurately represented the workshop topics or level of expertise 
expected of participants.  Without a common frame of reference, pre-survey measures were 
difficult to compare across individuals. In addition, before attending workshops, some 
individuals believed they had much to learn but left with little new information. At times, these 
situations resulted in negative change scores. Therefore, asking the participants to rate their 
pre and post comprehension and comfort levels after the workshops allowed them to respond 
within a common frame of reference so that the OSTRC could calculate accurate change scores 
on individual levels and make more accurate comparisons across participants.  
 



Process Revisions 
The OSTRC quickly altered how it implemented the Follow-Up Surveys. Initially, these surveys 
were distributed to participants electronically three months after the conferences, using email 
addresses gathered from workshop sign-in sheets. However, the response rate of the first pilot 
follow-up surveys was extremely low (7.3%).  The OSTRC postulated three explanations for this 
problem: 
 

• The first theory was that implementing the surveys three months after the conferences 
allowed too much time to pass. Some researchers recommend this three-month interval 
to provide sufficient time for staff to implement new knowledge, skills, and attitudes 
(Guskey, 2000). However, it may be that this time frame is more pertinent after 
intensive professional development offerings, such as a series of topic-specific 
workshops. Since a conference is less intensive and directed, less time may be needed 
to apply the new information - or to forget or neglect it.  

• The second theory pertained to how the follow-up surveys were distributed. Initially, the 
follow-up emails were sent directly from the OSTRC, which was not always a familiar 
entity to the participants. Conference planning organizations were visible and connected 
to the respondents, whereas the role of the OSTRC was not emphasized.  

• Finally, the follow-up email contained the surveys attached as Word documents. These 
types of attachments are often difficult for respondents to complete due to downloading, 
spacing, and formatting issues.   
 

To address these three issues in the second pilot, the conference planning organizations 
distributed the follow-up surveys to participants only one month after the events, using pre-
drafted letters and email distribution lists created by the OSTRC. In addition, attendees received 
a link to a web-based survey rather than an attached document. These adaptations kept the 
data collection methods standard across conferences and reduced the time and effort required 
of the conference planning organizations. Ultimately, these revisions increased the completion 
rate of the Follow-Up Surveys to 41.1%. 
  
The OSTRC also revised how it categorized workshops. Initially, it identified two general types 
of workshops: those which presented content that could be directly transferred to students 
(e.g., a new curriculum) and those which presented information that could be indirectly 
transferred to students (e.g., the status of childhood obesity in the U.S.). The latter often 
provided theoretical, contextual, or reference information which was more difficult to track in 
terms of its impact on students. These two categories allowed the OSTRC to separate different 
processes that may have occurred when measuring application, extension, and benefits to 
program youth. Although this differentiation proved useful, the analysis showed that multiple 
subcategories were needed within each of these types. The workshop differentiation was 
eliminated, and the OSTRC is currently testing a larger series of workshop typologies which may 
address some of the variation in reported outcomes. 
  
Lastly, the OSTRC recognized the need to efficiently organize the evaluation process to 
maximize data collection efforts. This type of evaluation requires commitment from conference 
sponsors, organizers, and participants. To ensure this level of commitment, the OSTRC 
developed two separate manuals to accompany the release of the instruments:  a User’s Guide 
and a Reference Guide. These materials summarize the lessons learned through this process 
and suggest “promising practices” for evaluating OST professional development.   



 

Conclusion and Future Work 
 

After analyzing the second pilot, the OSTRC revised the instruments and in the spring of 2006 
released them for public use as a “Conference Evaluation Toolkit.” Out-of-school time 
conference planning organizations can now utilize the Toolkit free of charge, in exchange for 
sharing their data with the OSTRC. This additional data contributes to a national databank 
which informs future revisions to the instruments as well as analyses of OST professional 
development. 
  
Currently, the OSTRC is implementing a “Non-Conference Workshop Evaluation” pilot study. 
This effort tests similar instruments utilized within non-conference workshops: those which are 
provided to out-of-school time staff members but are not associated with conferences. The 
current study examines comparative measurements of each data domain in various professional 
development settings, including non-conference workshops, conference workshops, networking 
meetings, and program observations. These comparisons will produce findings that will allow 
organizations to compare the characteristics, considerations, and benefits associated with 
different types of professional development offerings.   
  
Note: The authors would like to thank Dr. Susan Kinnevy and Dr. Stacy Olitsky for their help in 

developing the OSTRC Conference Evaluation Toolkit. For more information about the Toolkit or other 
OSTRC research projects, please contact Nancy Peter, OSTRC Director, at (215) 898-0640 or 

npeter@sp2.upenn.edu. 
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Appendix 
 

Findings from Five Out-of-School Time Focus Groups: 
Professional Development Preferences, Experiences 

and Recommendations for Future Planning 
 
Background 
The Out-of-School Time Resource Center (OSTRC) at the University of Pennsylvania is 
conducting a mixed method pilot study to design survey instruments that can assess the 
effectiveness of out-of-school time professional development in workshop and conference 
settings.  These instruments include Post-Workshop Surveys, Follow-Up Surveys (completed by 
participants one month after the conference), Presenter Self-Assessments, and Overall 
Conference Surveys.  As of July 2005, the OSTRC has evaluated three major local and regional 
OST conferences and two networking meetings, and has conducted a series of five focus 
groups.  
 
Data and Methods 
The purpose of the focus groups was to determine what participants like and don’t like in  
professional development and what works/does not work. Two of the focus groups were offered 
to out-of-school time (OST) administrative staff, and three were offered to OST direct-service 
staff.  A total of fifty staff participated in the focus groups, each of which was three hours long. 
 
During the focus groups, professional development was defined as “Workshops, conferences, 
technical assistance, resource centers, peer mentoring, electronic listservs, and other supports 
designed to promote improvement, enrichment, and achievement in OST staff, programs and 
students.”  Participants were asked to consider their professional “needs,” experiences, and 
preferences.   
 

Results 
 
Significant trends among the responses to each question are summarized below: 
 
1. What do you need to do your job better: 
In response to this questions, participants stated the following needs: more staff members in 
programs (including volunteers or tutors), increased communication with parents, increased 
communication between direct-service staff and administrators, more funding, more 
opportunities to network with OST staff, participation in certification programs (cited mainly by 
direct-service staff), and more opportunities to observe other programs (cited mainly by 
administrators).  
 
2. What is your preferred method of meeting these needs? 
Participants were given a list of various types of professional development opportunities 
compiled by the OSTRC. This list included the following: onsite trainings; offsite trainings; 
conferences; formal education (coursework); access to a resource center that provides local 
resources, current research, publications, grant opportunities, etc.; participating in a peer 
mentoring relationship that would allow you to learn from the experience of others; being 
involved in an electronic listserv that circulated valuable information (i.e. resource, grants, 
conferences, etc.) or accessing an electronic bulletin board; developing a network of youth 



workers to meet with on a regular basis in order to share resources, discuss problems and 
solutions, etc.; supervision; internships/apprenticeships; observations/shadowing; grant 
proposal review; staff meetings; hold a membership in a profession association (i.e. National 
Afterschool Association – (formerly NSACA); and participating in an advocacy group for OST 
staff.  
 
3. What are some characteristics of “good workshops?” 
Participants were given the opportunity to describe characteristics of “good workshops” they 
have attended in the past.  The following characteristics were cited most frequently among all 
participants:  

• Incorporated physical/hands-on activities  

• Provided new activity ideas  
• Modeled new activities  
• Provided relevant material and covered relevant content  
• Presenter offered some form of follow-up assistance to help participants apply what they 

learned 
 
Each of these characteristics was associated with an increased tendency to apply what was 
learned in a workshop, to share this new knowledge with others, and to benefit program youth. 
 
4. What are some characteristics of “bad workshops?” 
Participants were then asked to describe various components of “bad workshops”.  They cited 
the following:   

• Did not incorporate interactive activities  
• Was not informative  
• Was mandatory to attend 

 
Also cited were various characteristics relating to the presenter:  

• Used poor presentation skills 
• Did not portray expertise in the topic 
• Did not gain the respect of the audience 
• Was not well prepared or organized 
• Did not maintain safe environment 
• Did not provide time to ask questions 
• Did not provide enough materials for all participants 
• Allowed audience members to exhibit negative behaviors (including making negative 

comments, dominating the workshop, and sleeping 
 
5. What are some reasons you do not apply what you learn in workshops? 
The OSTRC asked participants if they apply what was learned in workshops, and if not, why?  
Participants most often responded that they did not use what they learned because of:   

• A lack of time 
• A lack of support from other staff and/or supervisor(s) 
• They were not held accountable to anyone to apply what was learned 
• The presenter did not provide follow-up assistance 
• The workshop material sits in their “To Do” box or on their office shelf 

 
 



6. What makes a workshop beneficial? 
Workshops can promote changes in knowledge, changes in skill, and/or changes in attitude 
toward or appreciation of a topic. Focus group participants were asked which of these workshop 
outcomes have most positively affected the youth in their programs. Participants most often 
cited changes in their attitude, and then changes in their level of skill using new information. 
 
7. What recommendations do you have for policymakers and/or funders? 
Lastly, participants were given the opportunity to share any thoughts or suggestions for 
policymakers and/or funders who plan professional development.  Most often, they cited the 
following recommendations:   

• Increase communication between OST staff and policymakers/funders  

• Have more focus groups  
• Have more networking opportunities  
• Have advocates represent OST program needs and situations to policymakers and/or 

funders  
• Balance the need for continuous learning with an appropriate amount of professional 

development  
• Increase youth participation (One participant responded, “Don’t forget the kids – they 

always have good ideas too; a program should be run by the kids and for the kids.”) 
  

Discussion 
 
The findings from these focus groups have been used to revise the surveys in the OSTRC pilot 
study.  Some trends have been added to the surveys as questions, while other information has 
been used to inform the analysis of the survey data.  The data analysis from the entire pilot 
study will contribute to a final revision of the surveys, which will be tested one last time.  The 
OSTRC will then standardize and publish these surveys as part of an Evaluation Toolkit that can 
be used to design and evaluate OST conferences – conferences which optimally benefit staff, 
programs, and students. 
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